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ABSTRACT

This paper discusses fault-tolerant techniques for SRAM-based FPGAs. These techniques can be based on circuit level modifications, with obvious modifications in the programmable architecture, or they can be implemented at the high-level description, without modification in the FPGA architecture. The high-level method presented in this work is based on Triple Modular Redundancy (TMR) and a combination of Duplication Modular Redundancy (DMR) with Concurrent Error Detection (CED) techniques, which are able to cope with upsets in the combinational and in the sequential logic. The methodology was validated by fault injection experiments in an emulation board. Results have been analyzed in terms of reliability, input and output pin count, area and power dissipation.

Categories and Subject Descriptors
B.8.1 [Performance and Reliability]: Reliability, Testing, and Fault-Tolerance

General Terms
Design, Performance, Reliability.

Keywords
Fault-tolerance, FPGA.

1. INTRODUCTION

Fault-tolerance on semiconductor devices has been a meaningful matter since upsets were first experienced in space applications several years ago. Since then, the interest in studying fault-tolerant techniques in order to keep integrated circuits (ICs) operational in such hostile environment has increased, driven by all possible applications of radiation tolerant circuits, such as space missions, satellites, high-energy physics experiments and others [1]. Spacecraft systems include a large variety of analog and digital components that are potentially sensitive to radiation and must be protected or at least qualified for space operation.
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Designers for space applications currently use radiation-hardened devices to cope with radiation effects. However, there is a strong drive to utilize standard commercial-off-the-shelf (COTS) and military devices in spaceflight systems to minimize cost and development time as compared to radiation-hardened devices, which brings the necessity of using fault-tolerant techniques in standard circuit to ensure reliability.

In addition, because of the continuous evolution of the fabrication technology process of semiconductor components, in terms of transistor geometry shrinking, power supply, speed, and logic density [2], the fault-tolerance starts to be a matter on circuits operating at ground level as well. As stated in [3, 4], drastic device shrinking, power supply reduction, and increasing operating speeds significantly reduce the noise margins and thus the reliability that very deep submicron (VDSM) ICs face from the various internal sources of noise. This process is now approaching a point where it will be unfeasible to produce ICs that are free from these effects. Consequently, fault-tolerance is not anymore a matter exclusively for space designers but also for designers in next generation products, which must cope with errors in the ground level due to the advanced technology.

Field Programmable Gate Arrays (FPGAs) are very popular for design solutions because of the high flexibility and reconfigurability feature, which reduces the time to market. They are also an attractive candidate for space applications in terms of high density, high performance, low NRE (Non-Recurring Engineering) cost and fast turnaround time. SRAM-based FPGAs can offer an additional benefit for remote missions. For instance, by allowing in-orbit design changes thanks to re-programmability, with the aim of reducing the mission cost by correcting errors or improving system performance after launch.

There are two ways to implement fault-tolerant circuits in SRAM-based FPGAs. The first possibility is to design a new FPGA matrix composed of fault-tolerant elements. These new elements can replace the old ones in the same architecture topology or a new architecture can be developed in order to improve robustness. The cost of these two approaches is high and it can differ according to the development time, number of engineers required to perform the task and the foundry technology used. Another possibility is to protect the high-level description by using some sort of redundancy, targeting the FPGA architecture. In this way, it is possible to use a commercial FPGA part to implement the design and the SEU mitigation technique is applied to the design description before being synthesized in the FPGA. The cost of this approach is inferior to the previous one because in this case the user is responsible for protecting the own design and it does not
require new chip development and fabrication. In this way, the user has the flexibility of choosing the fault-tolerant technique and consequently the overheads in terms of area, performance and power dissipation.

All of them have their own space in the market, as each application requires different constraints. But because the semiconductor industry trends to emphasize time-to-market and low-cost production, the implementations based on high-level design look more interesting. In this work, both architectural and the high-level methods are presented and discussed, but because of the high cost of the implementations of the architecture based one, only implementations based on high-level were designed and tested in details.

This paper is organized as follows. Section 2 describes the radiation effects on integrated circuits manufactured using CMOS process and it explains in detail the difference between the effects of a SEU in ASIC and in SRAM-based FPGA architectures. Section 3 discusses some SEU mitigation techniques that can be applied at the FPGA architectural level. Section 4 defines the problem of protecting SRAM-based FPGAs against radiation in the high level description. Section 5 introduces a new high-level technique for designing fault-tolerant systems for SRAM-based FPGAs, without modifications in the FPGA architecture, able to cope with transient faults in the user combinational and sequential logic, while also reducing pin count, area and power dissipation compared to the traditional TMR. The main conclusions and future work are discussed in section 6, followed by the references.

2. RADIATION EFFECTS ON SRAM-BASED FPGAS

The radiation environment is composed of various particles generated by sun activity [5]. The particles can be classified as two major types: (1) charged particles such as electrons, protons and heavy ions, and (2) electromagnetic radiation (photons), which can be x-ray, gamma ray, or ultraviolet light. The main sources of charged particles that contribute to radiation effects are protons and electrons trapped in the Van Allen belts, heavy ions trapped in the magnetosphere, galactic cosmic rays and solar flares. The charged particles interact with the silicon atoms causing excitation and ionization of atomic electrons.

When a single heavy ion strikes the silicon, it loses its energy via the production of free electron hole pairs resulting in a dense ionized track in the local region. Protons and neutrons can cause nuclear reaction when passing through the material. The recoil also produces ionization. The ionization generates a transient current pulse that can be interpreted as a signal in the circuit causing an upset.

At the ground level, the neutrons are the most frequent cause of upset [6]. Neutrons are created by cosmic ion interactions with the oxygen and nitrogen in the upper atmosphere. The neutron flux is strongly dependent on key parameters such as altitude, latitude and longitude. There are high-energy neutrons that interact with the material generating free electron hole pairs and low energy neutrons. Those neutrons interact with a certain type of Boron present in semiconductor material creating others particles. The energized alpha particles are the greatest concern in this case and they are addressable through processing and packaging material. In principle, a very careful selection of materials can minimize alpha particles. However, this solution is very expensive and never eliminates the problem completely [7].

A single particle can hit either the combinational logic or the sequential logic in the silicon [8]. Figure 1 illustrates a typical circuit topology found in nearly all sequential circuits. The data from the first latch is typically released to the combinational logic on a falling or rising clock edge, at which time logic operations are performed. The output of the combinational logic reaches the second latch sometime before the next falling or rising clock edge. At this clock edge, whatever data happens to be present at its input (and meeting the setup and hold times) is stored within the latch.

![Figure 1. Upsets hitting combination and sequential logic](image)

When a charged particle strikes one of the sensitive nodes of a memory cell, such as a drain in an off state transistor, it generates a transient current pulse that can turn on the gate of the opposite transistor. The effect can produce an inversion in the stored value, in other words, a bit flip in the memory cell. Memory cells have two stable states, one that represents a stored '0' and one that represents a stored '1'. In each state, two transistors are turned on and two are turned off (SEU target drains). A bit-flip in the memory element occurs when an energetic particle causes the state of the transistors in the circuit to reverse. This effect is called Single Event Upset (SEU) or soft error and it is one the major concerns in digital circuits.

When a charged particle hits the combinational logic block, it also generates a transient current pulse. This phenomenon is called single transient effect (SET) [9]. If the logic is fast enough to propagate the induced transient pulse, then the SET will eventually appear at the input of a latch, where it may be interpreted as a valid signal. Whether or not the SET gets stored as real data depends on the temporal relationship between its arrival time and the falling or rising edge of the clock. In [10], the probability of a SET becoming a SEU is discussed. The analysis of SET is very complex in large circuits composed of many paths. Techniques such as timing analysis [11] could be applied to analyze the probability of a SEU in the combinational logic being stored by a memory cell or resulting in an error in the design operation. Additional invalid transients can occur at the combinational logic outputs as a result of SETs generated within global signal lines that control the function of the logic. An example of this would be SETs generated in the instruction lines to an ALU (Arithmetic Logic Unit).

In FPGAs, the upset has a peculiar effect when hit the combinational and sequential logic mapped into the programmable architecture. Let’s take for example the SRAM-based FPGAs such as the Virtex® family from Xilinx that is one of the most popular programmable devices used in the market nowadays.

420
Virtex® devices [12] consist of a flexible and regular architecture composed of an array of configurable logic blocks (CLBs) surrounded by programmable input/output blocks (IOBs), all interconnected by a hierarchy of fast and versatile routing resources. The CLBs provide the functional elements for constructing logic while the IOBs provide the interface between the package pins and the CLBs. The CLBs are interconnected through a general routing matrix (GRM) that comprises an array of routing switches located at the intersections of horizontal and vertical routing channel. The Virtex matrix also has dedicated memory blocks called Block SelectRAMs of 4096 bits each, clock DLLs for clock-distribution delay compensation and clock domain control, and two 3-State buffers (BUFTs) associated with each CLB.

Virtex devices are quickly programmed by loading a configuration bitstream (collection of configuration bits) into the device. The device functionality can be changed at anytime by loading in a new bitstream. The bitstream is divided into frames and it contains all the information to configure the programmable storage elements in the matrix located in the Look-up tables (LUT) and flip-flops, CLBs configuration cells and interconnections, figure 2. All these configuration bits are potentially sensitive to SEU and consequently they were our investigation targets.

In an ASIC, the effect of a particle hitting either the combinational or the sequential logic is transient; the only variation is the time duration of the fault. A fault in the combinational logic is a transient logic pulse in a node that can disappear according to the logic delay and topology. In other words, this means that a transient fault in the combinational logic may or may not be latched by a storage cell. Faults in the sequential logic manifest themselves as bit flips, which will remain in the storage cell until the next load.

On the other hand, in a SRAM-based FPGA, both the user’s combinational and sequential logic are implemented by customizable logic memory cells, in other words, SRAM cells, as represented in figure 2. When an upset occurs in the combinational logic synthesized in the FPGA, it corresponds to a bit flip in one of the LUTs cells or in the cells that control the routing. An upset in the LUT memory cell modifies the implemented combinational logic, figure 3(b). It has a permanent effect and it can only be corrected at the next load of the configuration bitstream. The effect of this upset is related to a stuck-at fault (one or zero) in the combinational logic defined by that LUT. This means that an upset in the combinational logic of a FPGA will be latched by a storage cell, unless some detection technique is used. An upset in the routing can connect or disconnect a wire in the matrix, see figure 3(a). It has also a permanent effect and its effect can be mapped to an open or a short circuit in the combinational logic implemented by the FPGA. The fault will also be corrected at the next load of the configuration bitstream.

When an upset occurs in the user sequential logic synthesized in the FPGA, it has a transient effect, because an upset in the flip-flop of the CLB is corrected by the next load of the flip-flop. An upset in the embedded memory (BRAM) has a permanent effect and it must be corrected by fault tolerant techniques applied in the architectural or in the high-level description, as the load of the bitstream cannot change the memory state without interrupting the normal operation of the application. In [13, 14], the effects of upsets in the FPGA architecture are also discussed. Note that there is also the possibility of having single event transient (SET) in the combinational logic used to build the CLB such as input and output multiplexors used to control part of the routing.

Radiation tests performed in Xilinx FPGAs [15, 16] show the effects of SEU in the design application and prove the necessity of using fault-tolerant techniques for space applications. A fault-tolerant system designed into SRAM-based FPGAs must be able to cope with the peculiarities mentioned in this section such as transient and permanent effects of a SEU in the combinational logic, short and open circuit in the design connections and bit flips in the flip-flops and memory cells. In [17], the effect of neutrons was also analyzed in a SRAM-based FPGA from Xilinx. In that time, the FPGA presented very low susceptibility to neutrons, but the vulnerability is increasing as the technology is reaching smaller transistor size and consequently higher logic density.

![Figure 2. SEU Sensitive Bits in the CLB Tile Schematic](image-url)
Several SEU mitigation techniques have been proposed in the last few years in order to avoid faults in digital circuits, including those implemented in programmable logic. They can be classified as: fabrication process-based techniques, such as: epitaxial CMOS processes and advanced process such as silicon-on-insulator (SOI); design-based techniques for mitigation, such as: triple modular redundancy (TMR), time redundancy, multiple redundancy with voting, EDAC (error detection and correction coding) and hardened memory cell level; and recovery techniques (applied to programmable logic only), such as: reconfiguration, partial configuration, rerouting design.

However, in the case of SRAM based FPGAs, the problem of finding an efficient technique in terms of area, performance and power is very challenging, because of the high complexity of the architecture. As previously mentioned, when an upset occurs in the user’s combinational logic implemented in an FPGA, it provokes a very peculiar effect not commonly seen in ASICs. The SEU behavior is characterized as a transient effect, followed by a permanent effect. The upset can affect either the combinational logic or the routing. The consequences of this type of effect, a transient followed by a permanent fault, cannot be handled by the standard fault tolerant solutions used in ASICs, such as Error Detection and Correction Codes (EDAC), hamming code, or the standard TMR with a single voter, because a fault in the encoder or decoder logic or in the voter would invalidate the technique. The problem of protecting SRAM-based FPGAs against SEU is not yet solved and more studies are required to reduce the limitation of the methods currently used.

In the architectural level, the previous solutions leave open at least two problems to be solved:

- how to cope with SETs in the CLB logic to avoid upsets being stored in the flip-flop,
- how to cope with multiple bit upsets in the LUTs, routing and especially in the embedded memory.

In this section, we propose the investigation and development of SEU mitigation techniques for SRAM-based FPGAs that can be applied to FPGAs with or without embedded processors that can cope with the two problems still not solved. The SRAM based FPGAs were chosen because of their high applicability in space. Different than FPGAs programmed by anti-fuse that can be programmed just once, SRAM based FPGAs can be reprogrammed by the user as many times as necessary in a very short period. So, applications can be updated and corrected after launch. This feature is very valuable for space applications because it can reduce the cost in update missions or even save missions that were launched with design problems.

First, it is necessary to analyze the amount of the sensitive area in the programmable matrix and the characteristics of them to propose improvements in the SEU mitigation techniques for SRAM-based FPGAs. Figure 2 had shown the set of configuration cells in a CLB tile of the Virtex family. There are 864 memory bits responsible for the customization of the logic. Analyzing the percentage of each type of SRAM cell in the whole set of memory elements in the CLBs, the LUTs represent 7.4%, the flip-flops represent 0.46%, the customization bits in the CLB represent 6.36% and the general routing represents 82.9%, figure 4.
Based on these results, the effect of an upset in the routing configuration (customization bits of the CLB and general routing) seems to be the major concern, totaling approximately 90% of the sensitive area in each CLB. This type of fault, as mentioned previously, has a permanent effect, which represents an open or short circuit in the final connections of the logic design. A solution that can increase the area of this customization logic too much is not very attractive in final area and cost of this FPGA.

In addition to these programmable cells presented in figure 4, there are other memory elements in FPGA devices that can also be affected by SEU: SelectMAP (Selectable Microprocessor Access Port) latches, JTAG (Joint Test Action Group - IEEE Std. 1149.1x), TAP (Test Access Port) latches and others latches of other built-in non-programmable features. The main effects of a SEU in these latches are SEFI (Single Event Functional Interrupt) such as configuration circuit upsets and JTAG circuit upsets. There are few flip-flops or latches in the POR, less than 40 latches or flip-flops, which leads to a very small cross-section. But they cannot be disregarded because an upset in one of these latches can force the chip to be reprogrammed.

Some solutions to protect the POR can be: TMR the whole block, replace the cells by SEU hardened memory cells or use extra logic to turn off the POR after the device is programmed by an external pin. In the next paragraphs, some fault-tolerant techniques will be discussed to protect the SRAM cells of the CLB, flip-flops, routing and customization cells, and the embedded block RAM. The advantages and disadvantages of each technique were analyzed based on previous work results in ASICs implementations.

The first solution that can be studied is to replace one or all of the latches in the FPGA by SEU hardened flip-flops. Many hardened memory cells were designed during the last years. However each one has different characteristics that can show more efficiency for some applications. They differ from each other in some characteristics such as: the number of transistor, the method, the SEU order effect, the ability to accumulate or not upsets and the SET immunity in combinational logic. For example, standard latches have a first order of susceptibility; in other words, they are upset by a single node strike. Some of them require multiple node strikes to upset cells such as TMR memory cells, DICE memory cell [18] and simple temporal memory cells [19]. Temporal latches built from DICE cells, for example, have a second and third order of susceptibility [20], which means that is robust to upsets in multiple memory cells and also a ion strike in multiple nodes of a single cell.

The hardened memory solution is suitable to replace the SRAM cells in the routing, general customization and lookup tables because they present a small overhead compared to logic redundancy technique and EDAC. Solutions such as IBM [21], NASA [22], DICE [18], HIT [23] and resistor [24] memory cells look interesting in the number of transistors and fault coverage. The final area will be around 2 times the original one, which is a very good result in terms of high-reliability.

For the LUT, for instance, if the cells are placed too close to each other, it is possible to use the solution of a TMR memory cell, where each cell is a DICE memory cell. In this case, this solution is robust to the 1st, 2nd and 3rd order of upsets. And because the LUT cells comprise only 7.4% of the cells, the impact in area will not be so intense. In [25], a SEU immune memory cell based on decoupling resistors was developed for FPGAs. The design is asymmetric to provide that the data cell powers-up in a know state. In the referenced paper, the size and the speed of the cell are discussed. The cells are not in the critical path, such as the cells that control de routing, for example, do not need a high-speed. In this case, the tolerance and the size are the main issue. Results show the high reliability of the cell for heavy ions strike.

The embedded memory in the FPGA must be protected in order to avoid errors. EDAC is a suitable technique to correct upsets in memory structures, as discussed previously. An example is the hamming code that can be applied to embedded FPGA memory. However, hamming code is not able to cope with multiple upsets in the same coded word. And in the case of the embedded memory, it is very important to protect the cells against multiple bit upsets (MBU) for two main reasons: new SRAM technologies (VDSM) are susceptible to MBU; the scrubbing procedure does not reconfigure (update) the internal memory, and consequently, upsets have a higher probability of accumulating in the memory.

So, a new code is needed to correct all possible double errors. The initial option would be using a Reed-Solomon code with capability to correct two different symbols. But this RS code has more than twice the area and delay overhead of the single symbol correction RS [26], which makes this solution inappropriate for hardware implementation in memory architectures. Previous work has been published on the use of RS code to protect memory [27], however it does not take into account double bit upsets in the same coded word, which is likely to occur in VDSM technologies.

An innovative solution has been developed able to correct all double bit upsets in VDSM memories [28]. This solution combines hamming code and RS code with single symbol correction capability. This technique solves the problem of how to achieve 100% of double fault correction with a low-cost RS code. The hamming code protects the bits between the RS symbols. The number of bits protected by hamming will be the same as the number of symbols protected by Reed-Solomon, so this option does not significantly increases the area overhead.

The triple modular redundancy (TMR) is another SEU mitigation technique. There are many TMR topologies. Each implementation is associated with different area penalties and fault coverage. The system requirements and the architecture must be analyzed in order to correctly choose the most convenient approach.

Now, let’s take a look in the CLB flip-flops. They receive the output of the multiplexors that set up the signal path from the
LUT in the CLB slice. If a transient fault (SET) occurs in one of the multiplexors, this upset must not be stored in the flip-flops. Consequently, it is not sufficiently reliable to replace the CLB flip-flop by a hardened flip-flop. It is also necessary to insert some kind of fault detection and correction in the input of this flip-flop to filter SEUs. The combinational logic does not need to be changed. A possible solution is to combine the temporal latch composed of DICE memory cells, presented in [20] with the TMR approach with refreshing. The final flip-flop shows a high reliability to 1st, 2nd and 3rd order of SEU and SETs, refreshing of SEU and additionally a small impact in the final area because the flip-flops correspond to less than 1% of the total sensitive area. Figure 5 shows this hardened flip-flop topology.

![Figure 5. Proposed SEU and SET Hardened flip-flop with refreshing](image)

4. HIGH-LEVEL SEU MITIGATION TECHNIQUES FOR SRAM-BASED FPGAS BASED ON TMR

The previous section discussed fault-tolerant techniques in the architectural level for SRAM-based FPGAs. Although these solutions can achieve a high reliability, they also present a high cost because they need investment in development, test and fabrication. So far, there are very few FPGA companies that are investing in designing fault-tolerant FPGAs as this market is still focused in only military and space application, which is very small compared to the commercial market. However, because of the technology evolution, applications at the atmosphere and at ground level have been starting to face the effect of neutrons, as the Virtex® QPRO family [29]. The high-level SEU mitigation technique used nowadays to protect designs synthesized in the Virtex® architecture is mostly based on TMR combined with scrubbing [30]. The TMR mitigation scheme uses three identical logic circuits (redundant block 0, redundant block 1 and redundant block 2), synthesized in the FPGA, performing the same task in tandem, with corresponding outputs being compared through a majority vote circuit. The TMR technique for Virtex® is presented in details in [31], and more examples are also presented in [32]. The correct implementation of TMR circuitry within the Virtex architecture depends on the type of data structure to be mitigated. The logic may be grouped into four different structure types: Throughput Logic, State-machine Logic, I/O Logic, and Special Features (SelectRAM block, DLLs, etc.). The TMR technique for Virtex is illustrated in figure 6.

The scrubbing [30] allows a system to repair SEUs in the configuration memory without disrupting its operations. The scrubbing is performed through the Virtex® SelectMAP interface. When the FPGA is in this mode, an external oscillator generates the configuration clock that drives the PROM and the FPGA. At each clock cycle new data are available on the PROM data pins. One example is the Flash-PROM XQR18V04 that provides a parallel frequency up to 264 Mbps at 33 MHz.

The scrubbing cycle time depends on the configuration clock frequency and on the readback bitstream size. For the XQVR300, it is necessary to utilize 207,972 clock cycles in order to perform the full scrubbing load (Scrub cycle = # clock cycles x clock period). The scrubbing rate describes how often a scrubbing cycle must occur. It is determined by the expected upset rate of the device for the given application. Upset rates are calculated from the static bit cross-section of the device and the charged particle flux the application or mission is expected to endure. The scrubbing rate should be set such that any SEU on the configuration memory will be fixed before the next upset will occur. In reality the scrubbing rate is minimized to be equal to the scrubbing cycle. In this way configuration logic is always being refreshed. The implemented design can also have influence in the selection of the scrubbing rate. A good "rule of thumb" is to place the scrubbing rate one order of magnitude or more above the expected upset rate. In other words, the system should scrub, on the average, at least ten times between upsets.

The fault injection analysis results show that the "golden" TMR method has presented "no errors" in presence of single bit upset in the Virtex bitstream. This report demonstrates the efficiency of the TMR SEU mitigation technique for SRAM-based FPGAs. Radiation ground testing performed in the "golden" chip TMR methodology in the counter design confirmed the results achieved by the fault injection experiment.

The fault injection results in the TMR 8051-like micro-controller were meaningful to continue the validation of this technique and it has confirmed the reliability of the Virtex TMR design techniques. The radiation test of the TMR 8051 micro-controller has confirmed its efficiency in the Virtex TMR design technique to a large set of space applications.

In summary, it is important to remark that there is a possibility of an upset if the routing connects two different modules of the TMR, but it is very low. The probability is related to the routing density and logic placement. Dedicated floorplanning for each redundant module of the TMR can reduce the probability of upsets in the routing affecting two or more logic modules. Table 1 summarizes the effect of a fault in each FPGA module in the TMR design with no assigned area constraint floorplanning.
Table 1. Upsets Analysis in the Triple Modular Redundancy Approach with No Assigned Area Constraint Floorplanning

<table>
<thead>
<tr>
<th>Upset Location</th>
<th>Action</th>
<th>Consequences</th>
<th>Upset Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUT</td>
<td>Modification in the Combinational logic</td>
<td>- Error in the redundant part with no error in the TMR design output</td>
<td>By Scrubbing</td>
</tr>
<tr>
<td>Routing</td>
<td>Connection or disconnection between any two signals in the design</td>
<td>- Error in the redundant part with no error in the TMR design output</td>
<td>By scrubbing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Error in more than one redundant parts with error in the design output</td>
<td></td>
</tr>
<tr>
<td>Customization logic in general</td>
<td>Connection or disconnection between any two signals in the same CLB</td>
<td>- Error in the redundant part with no error in the TMR design output</td>
<td>By Scrubbing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Error in more than one redundant parts with error in the design output</td>
<td></td>
</tr>
<tr>
<td>Flip-flops</td>
<td>Modification in the sequential logic</td>
<td>- Error in the redundant part, no error in the TMR design output</td>
<td>By user correction technique (VHDL)</td>
</tr>
</tbody>
</table>

5. REDUCING TMR OVERHEADS BY COMBINING HARDWARE AND TIME REDUNDANCY

The TMR technique is a suitable solution for FPGAs because it provides a full hardware redundancy, including the user’s combinational and sequential logic, the routing, and the I/O pads. However, it comes with some penalties because of its full hardware redundancy, such as area, I/O pad limitations and power dissipation. Many applications can accept the limitations of the TMR approach but some cannot. Aiming to reduce the number of pins overhead of a full hardware redundancy implementation (TMR), and at the same time coping with permanent upset effects, we present a new technique based on time and hardware redundancy to protect the user’s combinational logic, where the double modular redundancy with comparison (DWC) is combined with a time redundancy upset detection machine, able to detect upsets and to identify the correct value to allow continuous operation. The sequential logic continues to be protected by TMR to avoid accumulation of faults as previously described, since the scrubbing does not change the content of a user’s memory cell. However, experiments based on using duplication for both combinational and sequential logic for digital filters have shown high reliability, as it will be discussed further in this paper.

The reliability and the safety of TMR scheme compared to self-checking-based fault-tolerant schemes were discussed in [33]. The experimental results presented that the higher the complexity of the module, the greater the difference in reliability between self-checking and TMR. In summary, the self-checking fault-tolerant scheme can achieve a higher reliability in comparison to the TMR if the self-checking overhead bound of 73% is not exceeded. The idea of using self-checking fault-tolerant scheme can be extended for FPGAs by using the duplication with comparison (DWC) method combined with concurrent error detection (CED) technique that it works as a self-checking. Figure 7 presents the scheme, called hot backup DWC-CED. The CED is able to detect which module is faulty in the presence of an upset, and consequently, there is always a correct value in the output of the scheme, because the mechanism is able to select the correct output out of two.

In the case of SEU detection in SRAM-based FPGAs, the CED must be able to identify permanent faults in the redundant modules. The CED works by finding the property of the analyzed logic block that can help to identify an error in the output in the presence of a permanent fault. There are many methods to implement logic to detect permanent faults, most solutions are based on time or hardware redundancy and they manifest a property of the logic block that is being analyzed.
The CED scheme based on time redundancy recomputes the input operands in two different ways to detect permanent faults. During the first computation at time t0, the operands are used directly in the combinational block and the result is stored for further comparison. During the second computation at time t0+d, the operands are modified, prior to use, in such a way that errors resulting from permanent faults in the combinational logic are different in the first calculation than in the second and can be detected when results are compared. These modifications are seen as encode and decode processes and they depend on the characteristics of the logic block. The scheme is presented in Figure 8.

**Figure 8. Time redundancy for permanent fault detection**

If an output mismatch occurs, the output register will hold its original value for one extra clock cycle, while the CED block detects the permanent fault. After this, the output will receive the data from the fault free module until the next reconfiguration (fault correction). The important characteristic of this method is that it does not incur a high performance penalty when the system is operating free of faults or with a single fault. The method just needs one clock cycle in hold operation to detect the faulty module, and after that it will operate normally again without performance penalties. The final clock period is the original clock period plus the propagation delay of the encoders, decoders and output comparator.

Many techniques to encode and decode were proposed in the literature to detect permanent faults [34, 35, 36] (JOHNSTON; AYLOR; HANA, 1988; PATEL; FUNG, 1996; AVIZIENIS, 1971), some based on time redundancy, such as bit-wise inversion, re-computing with shift operands (RESO) and re-computing with swapped operands (REWSO); and some based on hardware redundancy, such as parity prediction and module code.

The combination of DWC technique and CED blocks enabling one to detect permanent faults provides a new high-level SEU mitigation technique for FPGAs. Two clock cycles are needed to identify a permanent fault in the combinational logic module. However, this extra time does not occur at every clock operation in our approach. Using DWC combined with CED for permanent faults, it is possible to take advantage of the simple comparison at the output of the duplication scheme to inform whether it is necessary to re-compute the data for permanent fault detection. The re-computation is needed only when a mismatch of the outputs occurs. This method has been named duplication combined with comparison combined to concurrent error detection block (DWC-CED).

Figure 9 shows the scheme proposed for an arithmetic module, in the present case study: a multiplier. There are two multiplier modules: mult_dr0 and mult_dr1. There are multiplexors at the output able to provide normal or shifted operands. The output computed from the normal operands is always stored in a sample register, one for each module. Each output goes directly to the input of the user’s TMR register. Module dr0 connects to register tr0 and module dr1 connects to register tr1. Register tr2 will receive the module that does not have any fault. By default, the circuit starts passing the module dr0. A comparator at the output of register dr0 and dr1 indicates an output mismatch (Hc). If Hc=0, no error is found and the circuit will continue to operate normally. If Hc=1, an error is characterized and the operands need to be re-computed using the RESO method to detect which module has the permanent fault. The detection takes one clock cycle.

In the case of a registered output, each output goes directly to the input of the user’s TMR register. Figure 10(a) illustrates the logic scheme. Module dr0 connects to register tr0 and module dr1 connects to register tr1. While the circuit performs the detection, the user’s TMR register holds its previous value. While the circuit performs the detection, the TMR register holds its previous value. When the faulty free module is found, register tr2 receives the output of this module and it will continue to receive this output until the next chip reconfiguration (fault correction). By default, the circuit starts passing the module dr0. In the case of a non-registered output, the signals can be driven directly to the next combinational module or to the I/O pads, as shown in figure 10(b).

Let’s consider two different fault situations when the output is saved in a TMR register. In one, the fault occurs in module dr0 (Mult_dr0). He indicates that there is an output mismatch; Tc0 indicates that module dr0 is faulty and Tc1 indicates that dr1 is fault free. This analysis takes one clock cycle. Consequently, the permanent fault detection block selects dr1 for the tr2 input. Note that the value stored in the user’s TMR register is held for one cycle while the TMR block waits for the next chip reconfiguration.

The permanent fault detection block selects dr0 for the tr2 input.
Note that in both methods, TMR and the proposed technique, the upsets in the user’s combinational logic are corrected by scrubbing, while upsets in the user’s sequential logic are corrected by the TMR scheme used in the CLB flip-flops. It is important to notice that for upset correction the scrubbing is performed continuously, to guarantee that only one upset has occurred between two reconfigurations in the design. Some constraints must be observed for the perfect functioning of the technique, same as TMR: there must not be upsets in more than one redundant module, including the state machine detection and voting circuit, consequently it is important to use some assigned area constraints to reduce the probability of short circuits between redundant module dr0 and dr1. The scrubbing rate should be fast enough to avoid accumulation of upsets in two different redundant blocks. Upsets in the detection and voting circuit do not interfere with the correct execution of the system, because the logic is already triplicated. In addition, upsets in the latches of this logic are not critical, as they are refreshed in each clock cycle. Assuming a single upset per chip between scrubbing, if an upset alters the correct voting, it does not matter, as long as there is no upset in both redundant blocks.

In the proposed method, the area reduced by the design compared to the TMR is the area of one user’s combinational logic module and the number of inputs that is reduced from 3 times to 2 times the original number. This technique can be used as an additional option for the TMR technique for designing reliable circuits in FPGAs with pads and power reduction. Because the combinational circuit is just duplicated, inputs and outputs can be duplicated instead of triplicated, as in the TMR approach. However, it is important to notice that the TMR inputs related to the user’s sequential logic used in the CLB flip-flops are not changed as triple clocks, reset, etc.

In addition, the advantage of using this technique is not only focused in reducing the pin count and the number of CLBs, but also in other types of radiation effects such as total ionization dose, as this method has the important characteristic of detecting permanent faults. So far, we have mentioned only SEUs that happen in the SRAM programmable cells that are permanent until the next reconfiguration. However, a circuit operating in the space environment can suffer from total ionization dose and other...
effects that can provoke permanent physical damages in the circuit.

### 5.1 Analyzing the Concurrent Error Detection Techniques

Many techniques to the encoder and decoder blocks were proposed in the literature to detect permanent faults by recomputation [34, 35, 36], some based on time redundancy, such as bit-wise inversion, re-computing with shift operands (RESO) and re-computing with swapped operands (REWSO); and some based on hardware redundancy, such as parity prediction and residue code. The goal is to investigate each one in terms of fault detection, area and performance penalties and to select the most appropriated ones for each type of circuit. In order to evaluate the fault coverage of these techniques, some combinational and sequential circuits were tested, including an 8-bit multiplier, arithmetic and logic unit (ALU), and a FIR canonical filter.

The multipliers and filters protected by DWC-CED were automatically generated by the developed tools Lemon Dragon multiplier and filter generator. In addition, in order to enable the fault injection in high-level, an automatic generation of fault injection structures was also developed. All nodes in the design were replaced by one fault injection component, so that the user may insert as many faults as needed. The component is a 4 to 1 multiplexer. If the select signal of the multiplexer is 00, the original signal is passed to the output; if select is 01, the constant 0 is the output (stuck-at 0); if select is 10, the constant 1 is propagated (stuck-at 1).

An 8-bit multiplier was the first case study. All techniques presented were implemented on this circuit: residue code, using hardware redundancy; RESWO, 1-shift RESO with 8 bits (ignoring the left bit) and 9 bits (expanding the operands), 2-shift RESO with 8 and 9 bits, and residue code, using time redundancy. The multipliers were implemented using cascaded full adders (FA). For the 8-bit multiplier, there are 528 faulty nodes, 1056 faults in total (stuck-at 0 or 1), and for the 9-bit multiplier, 675 nodes, 1350 faults in total. In both cases, the two original operands have 8 bits, resulting in 216 (65,536) combinations of input vectors. All combinations of faults and input vectors were injected, totaling 69,206,016 for the 8-bit version and 88,473,600 for 9-bit one.

The next case study was an Arithmetic and Logic Unit (ALU). This ALU performs the following operations: addition, subtraction, increment, decrement, AND, OR, XOR and NOT. This ALU was designed in a bit slice approach and it has two 8-bit input operands, plus a 4-bit selection. Then, there are $2^{16} = 1,048,576$ combinations of input vectors to be tested. Each slice has 16 faulty nodes, resulting in 256 different faults for an 8-bit ALU. All the combinations were injecting, totaling 268,435,456. At this time not all techniques were evaluated. The method RESWO was not used because some operations performed by the ALU are not commutative, like subtraction, increment or decrement.

A canonical FIR filter circuit was chosen as a sequential case study for the proposed technique. The multipliers were designed with constant coefficients, resulting in an optimized area and minimal faulty nodes. An 8-bit FIR canonical filter of 9 taps was automatically generated. The multiplier coefficients are: 2, 6, 17, 32 and 38. There is an 8-bit input; consequently, there are $2^8 = 256$ combinations of input vectors to test. The total of faulty nodes in the FIR filter, including all its multipliers and adders is 4208. All the possible combinations of input vectors and faults were tested, totaling 1,077,248.

The faults were exhaustively injected in all nodes of the case studied circuits for each input vector, sensitive node and redundant module (mult_dr0 or mult_dr1). The fault injection system operates with two clocks, one to control the change of the input vectors and other one to control the change of the faults. A counter controls the total number of combinations of input vectors and faults that must be inserted in the circuit. All combinations have been injected. There is a signal to indicate when the fault injection is done.

In all cycles, the outputs of the gold circuit (module dr0) and the DUT (module dr1) are compared. If the outputs are equal (Hc=0), this means that if there is a fault in one of the circuits, the fault did not generate an error in the output, so for real time operation proposes, this fault can be ignored. If they are not equal (Hc=1), the output of module dr1 is compared with the decoded output of the recomputing circuit (copy of module dr1). If the outputs are not equal (Tc1=1), this means that the technique currently used was able to detect the fault. At the same time, the output of module dr0 is compared to the decoded output of the recomputing circuit (copy of module dr0). If the outputs are equal (Tc0=0), this means that the technique was able to detect a fault-free module.

An undetected fault is characterized when there is a mismatch in the output of dr0 and dr1 (Hc=1) and the technique was not able to detect the faulty module (status Tc1=0) or it was not able to detect the fault-free module (status Tc0=1). A counter is incremented to show the number of total undetected faults. After all, this counter is read from the prototyped board and the percentage of undetected faults is calculated. The results in numbers and percentage of detected faults are in table 2.

Results show that all variations of RESO had better results in terms of fault coverage than residue code using time redundancy and RESWO.
Table 2. Fault Coverage of CED techniques in SRAM-based FPGAs

<table>
<thead>
<tr>
<th>Circuit</th>
<th>CED Technique</th>
<th># of injected faults</th>
<th># of detected faults</th>
<th>% of detected faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-bit Multiplier</td>
<td>Residue-15 (hard)</td>
<td>69,206,016</td>
<td>69,136,448</td>
<td>99.89</td>
</tr>
<tr>
<td></td>
<td>Residue-15 (time)</td>
<td>69,206,016</td>
<td>47,387,924</td>
<td>68.47</td>
</tr>
<tr>
<td></td>
<td>RESWO</td>
<td>69,206,016</td>
<td>48,458,171</td>
<td>70.02</td>
</tr>
<tr>
<td></td>
<td>RESO 8 bits</td>
<td>69,206,016</td>
<td>69,176,011</td>
<td>99.95</td>
</tr>
<tr>
<td></td>
<td>RESO 9 bits</td>
<td>88,473,600</td>
<td>88,473,600</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>2-shift RESO 8 bits</td>
<td>69,206,016</td>
<td>69,198,150</td>
<td>99.98</td>
</tr>
<tr>
<td>8-bit ALU</td>
<td>Residue-15 (hard)</td>
<td>268,435,456</td>
<td>222,135,593</td>
<td>82.75</td>
</tr>
<tr>
<td></td>
<td>Residue-15 (time)</td>
<td>268,435,456</td>
<td>199,912,813</td>
<td>74.47</td>
</tr>
<tr>
<td></td>
<td>RESO 8 bits</td>
<td>268,435,456</td>
<td>213,005,264</td>
<td>79.35</td>
</tr>
<tr>
<td></td>
<td>RESO 9 bits</td>
<td>268,435,456</td>
<td>245,763,385</td>
<td>91.55</td>
</tr>
<tr>
<td></td>
<td>2-shift RESO 8 bits</td>
<td>268,435,456</td>
<td>245,694,848</td>
<td>91.2</td>
</tr>
<tr>
<td></td>
<td>2-shift RESO 9 bits</td>
<td>268,435,456</td>
<td>213,048,871</td>
<td>79.36</td>
</tr>
<tr>
<td></td>
<td>Residue-15+RESO-9bits</td>
<td>268,435,456</td>
<td>248,907,886</td>
<td>92.72</td>
</tr>
<tr>
<td>8-bit Filter</td>
<td>Residue-15 (hard)</td>
<td>1,077,248</td>
<td>1,077,248</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>Residue-15 (time)</td>
<td>1,077,248</td>
<td>718,105</td>
<td>66.66</td>
</tr>
<tr>
<td></td>
<td>RESO 8 bits</td>
<td>1,077,248</td>
<td>1,077,248</td>
<td>100.00</td>
</tr>
</tbody>
</table>

One can notice that residue code had higher fault coverage using hardware redundancy than time redundancy. It is because of the using of the same faulty hardware to compute the residue code, there is a high possibility of the coded word having the same effect in the output. RESO is the most appropriate technique in terms of fault coverage for multipliers and consequently all the circuits that use them as filters. For ALU, no one of the presented techniques was suitable enough to guarantee 100% of detection. This happens because the ALU logic is not only composed of arithmetic operations but also logic Boolean functions, where the discussed techniques are not efficient. RESO technique has been chosen to be used as the concurrent error detection technique for the DWC-CED method.

5.2 Area and Performance Results

Table 3 presents area results of 8x8 and 16x16 bits multipliers, implemented in the XCV300 FPGA using no fault tolerance technique, TMR technique and the proposed technique (DWC-CED for permanent faults using RESO approach).

All of the multipliers are synthesized with a register at the output. Results show that according to the size of the combinational logic block, it is possible to not only reduce the number of I/O pins but also area. Note that the 16x16 bits multiplier protected by TMR could not be synthesized in the prototype board that uses a Virtex part with 240 I/O pins (166 available for the user); while the same multiplier, implemented by the proposed technique could fit in the chip, and also occupy less area. In terms of performance, the TMR approach has presented an estimated frequency of 33.8 MHz, while the DMR-CED approach has presented a frequency of 26.7 MHz.

Table 4 presents area results of an 8-bit 9 taps filter, with multiplier coefficients: 2, 6, 17, 32 and 38, using no tolerance technique, TMR technique and the proposed technique. The registers are also protected by TMR, while the combinational logic (multipliers and adders) is protected by DWC-CED using RESO approach. The CED block is placed at the outputs, and it votes the correct pad output from dr0 or dr1. Results show that the 9 taps FIR canonical filter occupies 13% less area in the FPGA if protected by DWC and time redundancy instead of by TMR. The results also present a reduction of 19% in the pin count compared to TMR. In terms of performance, the TMR has presented an estimated frequency of 40 MHz, while the DWC-CED technique has presented a frequency of 22 MHz.

<table>
<thead>
<tr>
<th>Multipliers</th>
<th>Registered output</th>
<th>Non-registered output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registered output</td>
<td>8x8</td>
<td>16x16</td>
</tr>
<tr>
<td>Total of I/O pads</td>
<td>34</td>
<td>66</td>
</tr>
<tr>
<td>Number of 4-LUTs</td>
<td>159</td>
<td>741</td>
</tr>
<tr>
<td>Number of ffs</td>
<td>16</td>
<td>32</td>
</tr>
</tbody>
</table>

| Non-registered output | 8x8 | 16x16 | 8x8 | 16x16 |
| Total of I/O pads | 32 | 64 | 96 | 192 | 66 (-31%) | 130 (-32%) |
| Number of 4-LUTs | 156 | 711 | 551 | 2159 | 425 (-23%) | 1442 (-33%) |
| Number of ffs | 0 | 0 | 0 | 0 | 34 | 66 |

* I/O pins were out of range, the part XCV300-BG432 was used.
Table 4. Digital FIR Filter Implementation XCV300-PQ240

<table>
<thead>
<tr>
<th></th>
<th>Standard</th>
<th>TMR</th>
<th>The proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total of I/O pads</td>
<td>26</td>
<td>84</td>
<td>68</td>
</tr>
<tr>
<td>Number of 4-LUTs</td>
<td>244</td>
<td>887</td>
<td>776</td>
</tr>
<tr>
<td>Number of ffs</td>
<td>64</td>
<td>192</td>
<td>226</td>
</tr>
</tbody>
</table>

In the case of the FIR digital filter, the technique can be additionally improved by using duplication in the registers too. The possibility of using duplication instead of TMR in the sequential logic is due to some characteristics of the filter. The first one is because the data inside the filter is pipelined. At each clock cycle, each register receives a new input that cleans up the upset that is propagated to the next register. In the worst case, it is necessary to wait the n clock cycles of the pipeline to wash out all the upsets. The second characteristic is the use of multiplier coefficients that are multiplied by a constant that usually corresponds to the highest possible input number to avoid floating point multiplications. This implies that the output must be divided by this same constant number, consequently the output is truncated and many upsets in the internal operation are eliminated in the end.

The test case is an 11 taps 9-bit digital low-pass filter protected by only DWC-CED in the combinational and sequential logic. The original coefficients calculated by Matlab [37] were multiplied by the constant 512. The final multiplier coefficients are: 1, -1, -9, 6, 73 and 120. There are ten 9-bit registers, totaling 90 bits that can be upset by SEU. An upset can affect the registers, which has a transient effect, or can affect the logic (multipliers, adders, voters), which has a permanent effect. The input waveform has the frequencies 100Hz, 1 KHz and 8 KHz added in the same signal. The frequencies lower than 3.75 KHz are passed to the output without any attenuation, in the example: frequencies 100Hz and 1KHz. Frequencies from 3.75 to 5.625 KHz are attenuated. Frequencies higher than 5.625 are blocked by the filter design.

Based on the percentage of each type of memory cell in the whole set of memory elements in the CLBs, the LUTs represent 7.4%, the flip-flops represent 0.46%, the customization bits in the CLB represent 6.36% and the general routing represents 82.9%, the probability of an upset affecting the registers is very low compared to the probability of this same upset affecting the logic. In addition, the effect of an upset in a register is not always seen in the final output after being divided by the constant, in the example, the number 512.

All possible combinations of bit flips for the tested input signal were injected in the registers. In total, 90 bit-flip faults were injected, on at input process. There are 9 bits multiplied by 10 registers, the fault bits from the first register need 10 clock cycles to be washed out, the fault bits from the second register need 9 clock cycles, the fault bits in the third register need 8 clock cycles, and so on. Consequently, the filter is operating with the presence of faults for 495 clock cycles. In order to improve the integrity of the filter output signal, the 7 first tap registers, which are the ones that influence the most the output, had 3 most significant bits (msb) protected by TMR, including the signal bit. In summary, 21 bits were protected from the total of 90, which represent 23% of the total sensitive bits. This protection reduces to upset effects in the output to a very low level as seen in graphics from the Matlab tool [37]. Table 5 shows a comparison between many SEU hardened filter implementations: the standard version, the TMR version, the filter protected by DWC-CED technique only in the combinational logic, the DWC-CED technique applied in the combinational and sequential logic, and the proposed DWC-CED technique applied in the combinational and in some bits of the sequential logic to improve reliability reducing cost.

Results show that for the 11 taps 9-bit FIR canonical filter protected by DMR and efficient TMR in only some bits of the registers occupies 3.5% less area in the FPGA compared with the DMR in the combinational logic and TMR in registers with 60 less flip-flops. Comparing with the full TMR, this new method shows a reduction of 16.5% in area and 22 less flip-flops.

Table 5. Filter Implementation using DWC-CED in the combinational and sequential logic (XCV300-PQ240)

<table>
<thead>
<tr>
<th></th>
<th>Standard</th>
<th>TMR</th>
<th>DWC-CED (combinational)</th>
<th>DWC-CED (all)</th>
<th>DWC-CED (*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total of I/O pads</td>
<td>28</td>
<td>84</td>
<td>66</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td>Number of 4-LUTs</td>
<td>496</td>
<td>1548</td>
<td>1350</td>
<td>1274</td>
<td>1304</td>
</tr>
<tr>
<td>Number of ffs</td>
<td>90</td>
<td>270</td>
<td>308</td>
<td>218</td>
<td>248</td>
</tr>
</tbody>
</table>

* 3 bits in the 7 first registers protected by TMR

Figure 11. Implementation of the fault tolerant technique based on DWC combined with CED and TMR for SRAM-based FPGAs
According to the user’s application requirements, the designer will be able to choose between a full hardware redundancy implementation (TMR) or a mixed solution where duplication with comparison is combined to concurrent error detection to reduce pins and power dissipation in the interface, as well as area, as shown in previous examples. Figure 11 shows some implementations combining TMR and DWC with time redundancy. It is possible to use this new technique only in the interface of the FPGA, in this way reducing pins, or along the design to reduce the number of I/O pads and also area for large combinational circuits, as presented in table 3 and table 4.

Sequential circuits such as counters and state machines are more suitable to be protected by TMR, as the combinational logic is small compared to the sequential logic. The proposed technique is an alternate method to protect combinational circuits, as it is necessary to insert a concurrent error detection block. On the other side, large combinational logic blocks can be easily found in many applications. For example, microprocessors are composed of combinational logic such as the Arithmetic and Logic Unit, multipliers and the micro-instruction decoder.

6. CONCLUSIONS

This paper presented some studies and developments of SEU mitigation techniques for programmable architectures such as SRAM-based FPGAs. The choice of SRAM based FPGAs is due to their high applicability in apace applications. Because they are reprogrammable, designs can be updated or corrected after launch, which can reduce considerably the mission cost. The Virtex family from Xilinx was chosen to be the case study for this work because is one of the most popular, highest logic density and best performing FPGAs in the market.

Some architectural solutions have been proposed to improve the reliability of the ones currently used nowadays. One of them is the use of RS code combined with hamming code to protect the embedded memory against multiple upsets. This is an innovative solution that can be easily applied to any memory structure to protect against all double bit upsets and a large combination of multiple upsets. This technique was prototyped in a FPGA and results show that the area overhead is acceptable for the reliability achieved. One of the main advantages of this technique compared to the TMR is the low parity bits overhead, which in the case of the TMR is 200% and in the proposed approach varies around 10 to 20%. A drawback of this technique is the performance penalty.

Another architectural proposed solution is based on the use of hardened memory cells with SET detection capability to replace the flip-flops located in the CLB in order to avoid bit flips and errors from transient faults in the combinational gates of the CLB, for instance, the multiplexors. This proposed approach can protect the flip-flop against SEU in the 1st, 2nd and 3rd order, and in addition to SET, which is a big concern in the very deep submicron technologies.

In terms of high-level fault-tolerant solutions, this work presented a new technique for upset detection and voting that combines duplication with comparison (DWC) with concurrent error detection (CED) based on time redundancy for the user’s combinational logic in SRAM-based FPGAs. This technique reduces the number of input and output pins of the user’s combinational logic. In addition, it can also reduce area when large combinational blocks are used.

The proposed technique can be used as an additional option for the TMR technique for designing reliable circuits in FPGAs with pads and power reduction. Because the combinational circuit is just duplicated, inputs and outputs can be duplicated instead of triplicated, as in the TMR approach. In addition, the advantage of using this technique is not only focused in reducing the pin count and the number of CLBs, but also in other types of radiation effects such as total ionization dose, as this method has the important characteristic of detecting permanent faults.

The consideration of using FPGA in space applications is fairly recent and there is still a lot of work to be done in this area. In summary, the main contributions of this work were the detailed analysis of the effects of a single event upset (SEU) in the architecture of a SRAM-based FPGA, the investigation and experiment tests of the state-of-the-art fault-tolerant techniques and the development of new SEU mitigation techniques that improve the reliability and reduce the cost compared to the current solutions presented in the market nowadays. Additionally to what has been mentioned previously, future work also includes the implementation of the DWC-CED technique combined to the TMR technique in a more complex case study, such as the microcontroller 8051, which has arithmetic and random combinational logic, sequential logic and embedded memories. In this case, all the details and techniques will be tested. The final analysis of this new version of the full protected 8051 micro-controller in a FPGA platform will be performed under radiation ground test. The results will guide the research in future developments.
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